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Abstract—This paper investigates the convergence performance of second-order needle variation methods for nonlinear control-affine systems. Control solutions have a closed-form expression that is derived from the first- and second-order mode insertion gradients of the objective and are proven to exhibit superlinear convergence near equilibrium. Compared to first-order needle variations, the proposed synthesis scheme exhibits superior convergence at smaller computational cost than alternative nonlinear feedback controllers. Simulation results on the differential drive model verify the analysis and show that second-order needle variations outperform first-order variational methods and iLQR near the optimizer. Last, even when implemented in a closed-loop, receding horizon setting, the proposed algorithm demonstrates superior convergence against the iterative linear quadratic Gaussian (iLQG) controller.

I. INTRODUCTION

The challenges of nonlinear optimization pose great demands on candidate controllers for general nonlinear systems. Feedback schemes need to perform well throughout the state-space, exhibit robustness to the initial error and actuator limits, and maintain reasonable computational efficiency so that they can be implemented in an online fashion. To address these issues, various methods have been suggested in recent years, including, among others, feedback linearization and backstepping [1], [2], dynamic programming (DP) [3], iterative linear quadratic regulators (iLQR) [4], linear and nonlinear model predictive control (LMPC / NMPC) [5], [6]. However, these methods are either optimal only near the nominal trajectory (LQR, LMPC), fail in the presence of actuator limits (feedback linearization and backstepping), or are computationally rather expensive (DP, NMPC).

A. Needle Variation Methods in Optimal Control

Feedback schemes based on needle variation actions [7], [8], on the other hand, do well in these areas. Because they do not try to minimize the objective, but rather synthesize individual actions that best reduce the cost function with respect to its time evolution, they perform well regardless of the initial error, are computationally fast, and readily apply saturation controls. Additionally, they show robustness to model parameter uncertainties and, when compared to the alternative schemes, they are less sensitive to local minima and have a less complicated representation on Lie groups. Last, they have provable guarantees of descent for certain controllable systems, when considering second-order information. These traits of feedback policies based on needle variation actions are demonstrated on various benchmark problems, such as the cart-pendulum, acrobot, and pendubot [8]–[14].

Needle variation actions in optimal control have so far primarily focused only on the first-order sensitivity of the cost with respect to an infinitesimal (in duration) perturbation in the nominal control. By doing so, they ignore the local curvature of the cost function. As a result, they behave like gradient-descent algorithms and are subject to first-order convergence rates, especially near the equilibrium [15]–[17].

As this paper shows, second-order needle variations improve convergence. By virtue of exploiting curvature information of the approximated cost function, they can be used to compute controls that reduce the cost to first and second order. As a result, they improve convergence for applications of finite (but small) duration, regardless of whether first-order methods are non-singular. Moreover, second-order needle variation controls remain computationally less expensive than traditional nonlinear optimization methods.

B. Paper Contribution and Structure

This paper proposes a feedback algorithm for general nonlinear systems that complements needle variation methods with the second order mode insertion gradient in order to improve convergence, while maintaining the aforementioned benefits of needle variation methods in optimal nonlinear control theory. We show that second-order needle variation actions demonstrate superlinear convergence rates, and verify the analysis using the differential drive system. Simulated examples using the cart pendulum further suggest superior convergence rates compared to first-order methods in regions of the state-space that lie away from the optimizer.

The structure of the paper is as follows. In Section II, we discuss the complexity of second-order needle variation controls to alternative nonlinear feedback schemes. In Section III, we analytically show the superlinear convergence rate of second-order needle variation actions and present a feedback synthesis method that is used to compare first- and second-order needle variation actions. In Section IV, we demonstrate

1 The local shape of the cost function is meant with respect to the duration of needle perturbations in the controls at a certain application time.
convergence, both near and away from the equilibrium, using simulation examples on the 2D differential drive and the cart pendulum system.

II. COMPARISON TO ALTERNATIVE SCHEMES

In comparison to alternative feedback controllers, needle variation methods do not attempt to minimize the objective by constructing a value, cost-to-go, function and computing control sequences throughout a time horizon. Rather, they exploit the time-evolving sensitivity of the objective to infinitesimal switched dynamics in order to compute a single needle perturbation to the nominal control that will optimally improve the cost.

Work in [8] shows that control solutions have a closed-form expression and avoid the computationally expensive iterative procedure of alternative schemes. Further, needle variation actions are shown to exist globally, demonstrate short iteratives of alternative schemes. Further, needle perturbation to the nominal control that will optimally improve the cost.

In terms of computational effort, second-order needle variation approach simulates the state \((\tau + \lambda)\), such that

\[
u_{\nu,\tau,\lambda}(t) = \begin{cases} v(t), & t \notin [\tau + \lambda] \\ u(\tau), & t \in [\tau, \tau + \lambda], \end{cases}
\]

In this work, we derive for the first time feedback controllers based on needle variation methods typically consider objectives without a control cost term [8], [11]. In this work, we derive for the first time feedback policies for cost functions with a control term, of the form

\[
J(x(t), u(t)) = \int_{t_o}^{t_f} l(x(t), u(t)) \, dt + m(x(t_f)),
\]

where \(l(x(t), u(t))\) is the running cost and \(m(x(t_f))\) the terminal cost. The optimization problems used in this paper rest on a series of assumptions that ensure all variables are well-defined.

Assumption 1. The elements of vector dynamics \(f_1\) and \(f_2\) are real, bounded, \(\mathcal{C}^2\) in \(x\), and \(\mathcal{C}^0\) in \(u\) and \(t\).

Assumption 2. The incremental and terminal cost terms—\(l(x, u)\) and \(m(x)\), respectively—are real and \(\mathcal{C}^0\) in \(x\).

Assumption 3. Default and inserted controls \(v\) and \(u\) are real, bounded, and \(\mathcal{C}^0\) in \(t\).

Throughout the rest of this paper, we consider a quadratic cost function that satisfies these assumptions with

\[
l(x(t), u(t)) = \frac{1}{2} \|\lambda(t) - \bar{\lambda}_{0}(t)\|_{R}^{2} + \frac{1}{2} \|u(t)\|_{R}^{2},
\]

\[
m(x(t_f)) = \frac{1}{2} \|\lambda(t_f) - \bar{\lambda}_{0}(t_f)\|_{R}^{2},
\]
where $Q$ and $P_1$ are weight matrices for the running and terminal state errors, respectively, and $R$ the metric on control effort. For such cost functions, the mode insertion gradient (MIG) and Hessian (MIH) are given by

$$\frac{dJ}{d\lambda_+} = \rho^T (f_2 - f_1) + \frac{1}{2} ||u(t)||_R^2 - \frac{1}{2} ||v(t)||_R^2,$$

$$\frac{d^2J}{d\lambda_+^2} = (f_2 - f_1)^T \Omega (f_2 - f_1) + \rho^T (D_x f_2 \cdot f_2 + D_x f_1 \cdot f_1 - 2D_x f_1 \cdot f_2) - D_x l \cdot (f_2 - f_1),$$

where $\rho : \mathbb{R} \rightarrow \mathbb{R}^{N \times 1}$ and $\Omega : \mathbb{R} \rightarrow \mathbb{R}^{N \times N}$ are the first- and second-order adjoints (co-states). We use $\lambda_+$ to indicate that a certain term is considered after taking the limit $\lambda \rightarrow 0^+$. For the derivation of (4) and (5), the reader can refer to the Appendix. These quantities are calculated using the default dynamics $f_1$ and are given by

$$\dot{\rho} = -D_x l^T - D_x f_1^T \rho$$

$$\dot{\Omega} = -D_x f_1^T \Omega - \Omega D_x f_1 - D_x l - \sum_{i=1}^{N} \rho_i D_x^2 f_1,$$

that are subject to

$$\rho(t_f) = D_x m(x(t_f))^T$$

$$\Omega(t_f) = D_x^2 m(x(t_f))^T.$$

The superscript $i$ in the dynamics $f_1$ refers to the $i^{th}$ element of the vector and is used to avoid confusion against default and inserted dynamics $f_1$ and $f_2$, respectively. The operator $D_x$ denotes a partial derivative with respect to $x$. The MIH expression is derived by the authors. Due to space constraints, the derivation is not included in this paper, but similar analysis can be found in [20].

Note that the MIG and MIH terms have, to the best of our knowledge, only been calculated with respect to a cost function that does not include a metric on control effort [21]–[23]. Expressions (4) and (5) have been modified to correspond to the cost function shown in (3).

### A. Convergence Analysis

Given dynamics in (2), the cost function (3) depends on the duration $\lambda$ of dynamics $f_2$. The sensitivity of the objective to infinitesimal switched modes typically considers the mode insertion gradient to locally approximate the variation of $J$ as a function of $\lambda$. This relationship explicitly depends on the control $u$ and reveals how different dynamic modes locally affect the cost function. Work in [8] and [24] shows that the local structure of the cost with respect to perturbations of the nominal control (and, by extension, state, co-state, and trajectory) can be approximated with a Taylor expansion around the duration of inserted control to first-order as

$$J(u, \lambda) \approx J_o + \frac{dJ}{d\lambda} \lim_{\lambda \rightarrow 0^+} \lambda,$$

where $J_o \triangleq J(v(t))$ is the default cost that corresponds to no inserted control ($\lambda = 0$). The mode insertion gradient term indicates the sensitivity of the cost at an application time $\tau$ and changes as a function of time. As a result, the local structure of the objective around switched mode dynamics also evolves with time (see Fig. 2).

With the MIH expression, we can better approximate the local structure of the cost function around the duration of switched dynamics by including curvature information in the control synthesis procedure. The second-order approximation of the sensitivity of the cost function (3) to needle perturbations in nominal control enables us to compute solutions that consider a more accurate approximation of the cost function. Considering how the objective changes as a function of $\lambda$ to higher order, control solutions are likely to remain optimal for longer, non-infinitesimal durations of control that lie further away from the reference point ($\lambda = 0$).

Next, we use the first- and second-order mode insertion gradients to model the sensitivity of the objective to needle perturbations in control. As one would expect, the structure depends on the needle control $u$, its duration $\lambda$, and the application time $\tau$. We express this relationship as

$$J(\lambda, u) \triangleq J(u_{\tau}, \lambda(t)) \approx J_o + \frac{dJ}{d\lambda} \lambda \lambda \lambda + \frac{d^2J}{d\lambda^2} \lambda^2,$$

where $J_o \triangleq J(v(t))$ is the default cost that corresponds to no inserted control ($\lambda = 0$). That is,

$$\frac{dJ}{d\lambda} \triangleq \frac{dJ}{d\lambda} \bigg|_{\lambda \rightarrow 0^+}$$

$$\frac{d^2J}{d\lambda^2} \triangleq \frac{d^2J}{d\lambda^2} \bigg|_{\lambda \rightarrow 0^+}.$$

Considering arbitrary control duration $\lambda = \lambda_o$, and using the MIG and MIH, the above expression can be written as a function only of the control $u$ and the application time $\tau$. For simplicity purposes, the time dependence is omitted. Then, consider the following update step on the approximated function with respect to the control $u$

$$u^{k+1} = u^k - \left( \nabla_u^2 J(u) \right)^{-1} \nabla_u J(u) \bigg|_{u = u_k},$$

where $J$ is the second-order approximation of $J$ seen in (7) with $\nabla_u J(u) \in \mathbb{R} \rightarrow \mathbb{R}^{M \times 1}$ and $\nabla_u^2 J(u) \in \mathbb{R} \rightarrow \mathbb{R}^{M \times M}$. Each
control $\tau^{k+1}$ is considered part of the default control $v$ in the following iteration. This update equation is similar to, but not the same as, a Newton step on the cost function $J$. Rather, we consider a different differentiation operator where we first differentiate the cost function with respect to $\lambda$ and then with respect to the control $u$. By means of the chain rule, this operation allows us to locally approximate the dependence of the cost function on controls $u$.

Let $h_t : \mathbb{R} \mapsto \mathbb{R}^{N \times 1}$ be the column control vectors that compose $h : \mathbb{R} \mapsto \mathbb{R}^{N \times M}$ in (1) and $u_i \in \mathbb{R}$ be the individual control inputs. Given (4), (5), and (7), the control update policy $u^k - u^{k+1}$ has a closed-form solution (8) given by

$$
\left(\frac{\partial}{\partial u} (\frac{1}{2} h^T (\Omega^T + \Omega) h + h^T (\sum_{i=1}^{n} (D_i h_i) p_i) T + \sum_{i=1}^{n} (D_i h_i) p_i) h) + R \right)^{-1} \\
\left( h^T \rho + Ru^k + \frac{\lambda}{2} (L_{u,h}(u^k + L_{u,h} - h^T D_i h')) \right),
$$

where

$$
L_{u,h} \triangleq \begin{pmatrix} 
\rho^T[g,h_1] \\
\vdots \\
\rho^T[g,h_M]
\end{pmatrix},
L_{h,u} \triangleq \begin{pmatrix} 
\rho^T[h_1,h_1] & \cdots & \rho^T[h_M,h_1] \\
\vdots & \ddots & \vdots \\
\rho^T[h_1,h_M] & \cdots & \rho^T[h_M,h_M]
\end{pmatrix}.
$$

The Lie bracket terms guarantee that a descent direction exists, even when first-order needle variation methods fail (i.e. $h^T \rho = 0$). Given this setup, and following the analysis in [3], we can say that, in a neighborhood around the equilibrium where $\nabla_u J(u) > 0$, the sequence $\{u^k\}$ generated by the iteration (9) converges to $u^*$. In addition, $\{\|u^k - u^*\|\}$ converges superlinearly.

**Proposition 1.** Given application time $\tau$, consider a function $\nabla_u J(u(t)) \in \mathbb{R} \mapsto \mathbb{R}^M$, and a vector $u^*(\tau)$ such that $\nabla_u J(u^*(\tau)) = 0$ and $\nabla^2_u J(u^*(\tau)) > 0$. For $\delta > 0$, let $S_\delta$ denote the sphere $\{u(t)||u(t) - u^*(\tau)|| \leq \delta \}$. Assume continuity of $\rho, g, h, v$, and $h$ in a neighborhood of $\tau : [\tau, \tau + \lambda]$ and that $\nabla^2_u J(u^*(\tau))$ is invertible. Then, there exists $\delta > 0$ such that if $u^0(\tau) \in S_\delta$, the sequence $\{u^k(\tau)\}$ generated by the iteration

$\quad u^{k+1}(\tau) = u^k(\tau) - \left(\nabla^2_u J(u^k(\tau))\right)^{-1} \nabla_u J(u^k(\tau))
$

is defined, belongs to $S_\delta$, and converges to $u^*(\tau)$. In addition, $\{\|u^k(\tau) - u^*(\tau)\||\}$ converges superlinearly.

**Proof.** Let $d(u(t)) = \nabla_u J(u(t))$, such that $\nabla d(u(t)) = \nabla^2 u J(u(t))$. The proof follows the analysis by Bertsekas [3] and rests on the assumptions that a) $d(u(t))$ is continuously differentiable (such that $\nabla d(u(t))$ exists) and that b) $\nabla d(u^*(\tau))$ is invertible. Under continuity assumptions of $\rho, g, h, and v$ that are discussed in [8], $d(u(t))$ exists in a neighborhood of $\tau : [\tau, \tau + \lambda]$. Moreover, under continuity assumptions of $\Omega, \nabla d(u(t))$ exists in a neighborhood of $\tau : [\tau, \tau + \lambda]$, which meets assumption a. Further, $\nabla d(u(t))$, for continuity purposes, remains invertible for some $\delta > 0$ (where $||u(t) - u^*(\tau)|| \leq \delta$) and also near a small neighborhood of $\tau : [\tau, \tau + \lambda]$, which meets assumption b. Therefore, the sequence $\{u^k(\tau)\}$, starting at $u^0(\tau) \in S_\delta$, converges to $u^*(\tau)$ superlinearly.

We should stress that the update policy in (8) is meant with respect to a single application of inserted control $u$ at a specific application time. Contrary to optimization schemes that iterate on the entire curve of actions to minimize the objective, the proposed update sequence allows one to converge to $u^*(\tau)$, for which the local quadratic approximation of $J$ with respect to needle perturbations in control is at a minimum for a given duration $\lambda_n$. In practice, the application time between iterations may vary, so that different sequences of controls (e.g. $\{u^1(\tau)\} \neq u^2(\tau))$ will be updated. This implies that the evolution of the cost function may not demonstrate overall superlinear convergence. Rather, in each iteration $i$, controls will converge superlinearly to their optimal value when examined separately at application time $\tau$. For receding horizon tasks, this limitation becomes of lesser importance, since the objective continuously changes and the convergence rate of each individual action is what matters. When compared to first-order needle variation actions iteration by iteration, convergence of second-order actions will be superior.

In addition, the convergence rate assumes no saturation limits on the control inputs. That said, near the equilibrium control updates are expected to be small and unlikely to saturate. As a result, the superlinear convergence rate, exhibited primarily near a neighborhood of the equilibrium, is not expected to deteriorate considerably in the presence of actuation constraints.

**B. Algorithmic Procedure**

First- and second-order needle variation actions are compared using the same algorithmic procedure, that is outlined in Algorithm 1 and illustrated in Fig. 3.

For first-order actions, simulation is required only for the states and the first-order co-states. Computed controls minimize the first-order Taylor expansion of the objective (6) and have a control update policy given by

$$
u^{k+1} = u^k - R^{-1}(h^T \rho + Ru^k). \quad (10)$$
Algorithm 1

1. Simulate states and co-state $[t_o, t_o + T]$ with default control $v(t)$
2. Compute controls $u(t)$ that minimize $J(u(t))$
3. Saturate controls $u(t)$
4. Determine application time $\tau$
5. Determine update step to decrease the cost function (3)
6. Store actions in $[\tau - \lambda / 2, \tau + \lambda / 2]$

The application time is found by minimizing (6). Second-order actions need to additionally compute the second-order co-states in Step 1 of Algorithm 1, while control solutions and the application time minimize (7). In the last step, the update is determined with an Armijo line search [25].

For the examples that are near the equilibrium, the line search was performed with respect to the magnitude of the control update step $u^{k+1} = u^k - \gamma d^k$, where $d^k$ is the descent direction. For all other examples, we implemented a line search with respect to the duration $\lambda$ of the control $[\tau - \gamma \lambda / 2, \tau + \gamma \lambda / 2]$ so as to take advantage of possible larger time steps. We should note that the MIG and the MIH could be used to find the optimal control duration and skip the line search in each iteration. For the purposes of a more accurate comparison between solutions of first- and second-order methods, we do not exploit this option in this paper. In Section IV, Algorithm 1 refers to first-order actions and Algorithm 2 to second-order ones.

IV. SIMULATION RESULTS

We demonstrate the convergence performance of second-order needle variation methods in various settings. Using the example of a differential drive and the cart-pendulum system, we examine convergence rates of second-order needle variation actions near equilibrium. We also illustrate convergence performance for a receding-horizon task of inverting the cart pendulum. In the receding horizon examples, the application time is re-calculated in each iteration, and the line search is with respect to the duration in order to achieve as large of a cost reduction as possible.

A. Convergence near equilibrium

1) Differential Drive: The system has states $s = [x, y, \theta]^T$ and dynamics

$$f = r \begin{bmatrix}
\cos(\theta) & \cos(\theta) \\
\sin(\theta) & \sin(\theta)
\end{bmatrix} \begin{bmatrix}
u_r \\
u_L
\end{bmatrix},$$

where $r = 3.6 \text{ cm}$ is the radius of each wheel, $L = 25.8 \text{ cm}$ is the distance between them, and $u_r, u_L$ are the right and left wheel control angular velocities, respectively. Convergence near equilibrium was tested with iLQR, first- and second-order needle variation methods and the results are presented in Fig. 4 and Fig. 5. Initial conditions are $s_0 = [0, 0, 0]^T$, desired state $s_d = [10 \text{ mm}, 0, 0]^T$, and parameters used were $Q = \text{diag}(10, 10, 10)$, $P_1 = \text{diag}(0, 0, 0)$, $R = \text{diag}(10^{-4}, 10^{-4})$, $T = 2.5 \text{ s}$, and $\lambda_o = 10^{-2}$. All samples converged within five iterations, fewer than when the first-order or second-order methods needed given

It is important to note that, for an accurate measure of the convergence rate of the needle variation based algorithms, control actions are applied for duration $\lambda_o$ as is used in the calculation of solutions (8) and (10). In addition, the time horizon of the cost $[t_o, t_f]$ was kept fixed. In this simulation, the application time was the same $(t = 0)$ in each iteration for Algorithm 2. This fact allows the results to be consistent with the convergence analysis, in the sense that the generated control sequence is with respect to the same application time. Algorithm 2 converges considerably faster than the other schemes. Without any penalty on control effort $(R = 0)$, Algorithm 2 converges in one iteration, whereas the other two methods fail due to infinite control. The cost function given these parameters is convex with respect to the inserted control, which explains the result.

A Monte Carlo simulation that investigates convergence rates near equilibrium is presented in Fig. 6 for 100 trials. To create a convex optimization problem, we sampled only over the x-coordinate of the system: $s_0 = [U(-100, 100), 0, 0]^T$. The desired state used was $s_d = [0, 0, 0]^T$ and we excluded trials with initial coordinates that lied within 10 mm from the target. Simulation parameters were $Q = \text{diag}(0, 0, 0)$, $P_1 = \text{diag}(10, 10, 10)$, $R = \text{diag}(10^{-4}, 10^{-4})$, $T = 2.5 \text{ s}$, and $\lambda_o = 10^{-2}$. All samples converged within five iterations, fewer than when the iLQR or first-order methods needed given
Fig. 6: Monte Carlo simulation (100 trials) for the differential drive. Fast convergence rates occur once the norm of the gradient falls approximately below 100. The stopping criterion for convergence is that the gradient norm is no larger than $10^{-5}$. The calculation of the average information for a given iteration is collected only from the samples that have not converged for that iteration.

Fig. 7: Convergence of first- and second-order needle variation methods near equilibrium for a fixed-horizon inversion task of the cart pendulum system. Convergence is not consistently quadratic because the application time changes between iterations.

Fig. 8: Cost function with first- and second-order needle variation actions for a receding-horizon pendulum inversion task. Simulation was run for ten seconds at a sampling rate of $t_s = 0.01$ s. The cost function is plotted for different values of $\lambda$. As is evident, weighing second-order information too much or too little can be disadvantageous.

Fig. 9: Convergence of the cart pendulum inversion task over different initial angles using second-order needle variations.

A smaller initial error (see Fig. 4).

2) Cart pendulum: We consider the cart pendulum system because it has been a popular testbed for conventional controllers (e.g. PID, LQR, DDP) [26]–[29]. The system states are $s = [\theta, \dot{\theta}, x, \dot{x}]^T$ and has dynamics

$$f = \begin{bmatrix} \frac{\dot{\theta}}{l} \\ \frac{b \dot{\theta} + mg \sin(\theta)}{ml^2} \\ 0 \\ 0 \end{bmatrix} + \begin{bmatrix} 0 \\ \frac{0 \cos(\theta)}{l} \\ 0 \\ 1 \end{bmatrix} u_1, \quad (12)$$

where the parameters $m = 0.2$ kg, $l = 1$ m, $b = 0.01$, $g = 9.81$ m/s$^2$ are the mass, pendulum length, friction coefficient, and gravity constant, respectively. Near-equilibrium convergence was tested with initial conditions $s_0 = [\pi/36, 0, 0, 0]^T$, desired states given by $s_d = [0, 0, 0, 0]^T$, and rest of parameters described by $T = 0.5$ s, $R = 10^{-4}$, $Q = \text{diag}(0, 0, 0, 0)$, $P_1 = \text{diag}(10^4, 10^2, 0, 0)$, $\lambda_o = 0.01$ s, and saturation limits $u_1 \in [-20, +20]$ m/s$^2$. Results are presented in Fig. 7. It is worth noting that the norm of the gradient for the first two steps are similar between the two algorithms, however, second-order needle variation controls manage a significantly larger cost reduction. This observation exemplifies how the MIH helps appropriately scale control inputs.

B. Receding horizon convergence

We compare the convergence of first- and second-order needle variation methods in a closed-loop, receding horizon setting using the dynamics of the cart pendulum system (12) [30], [31]. Second-order methods converge in half the time than their first-order counterparts, as shown in Fig. 10 and Fig. 8. Results were generated with $s_o = [\pi, 0, 0, 0]^T$, $s_d = [0, 0, 0, 0]^T$, $T = 1.2$ s, $R = 0.3$, $Q = \text{diag}(20, 0, 5, 0)$, $P_1 = \text{diag}(0.1, 0, 5, 0)$, sampling rate $t_s = 0.01$ s, $\lambda_o = 10^{-3}$ s and $u_1 \in [-20, +20]$ m/s$^2$. As the screenshots reveal, second-order methods need about half the time to complete the full inversion than their first-order counterparts (see Fig. 8).

We further test convergence of solutions in (9) over different initial conditions ($\theta_o$) and present the results in Fig. 9. Convergence is assumed when each state is less than $0.01$. Angles were sampled at increments of 1 degree from 0 to $2\pi$ and the rest of simulation parameters are $s_d = [0, 0, 0, 0]^T$, $T = 1.4$ s, $R = 0.1$, $Q = \text{diag}(20, 0, 5, 0)$, $P_1 = \text{diag}(0.1, 0, 5, 0)$, sampling rate $t_s = 0.01$ s, $\lambda_o = 10^{-2}$ s and $u_1 \in [-20, +20]$ m/s$^2$. All trials succeed within 12 seconds. The symmetry of the inversion time around $\theta_o = \pi$ is expected, with simulations starting closer to the inverted position converging faster. Certain trials are significantly slower, however all runs exhibit similar convergence rate once they are sufficiently close to the equilibrium.

We also compare the convergence of the needle variation methods and iLQG [32] on the differential drive system, using the publicly available software. As Fig. 11 and 12 indicate, second-order needle variation solutions converge faster
Fig. 10: Snapshots of receding-horizon pendulum inversion with first- and second-order needle variation actions.

Fig. 11: Differential drive using first- (left), second-order (middle) needle variation actions, and iLQG. Snapshots of the system are shown at $t = 0, 2.5, 5, 7.5, 10$, and $12.5$ sec. The target state is $[x_d, y_d, \theta_d] = [800 \text{ mm}, 1100 \text{ mm}, 0]$.

Fig. 12: Comparison of first-, second- order needle variation methods, and iLQG on the differential drive system. The needle variation methods are implemented in a receding horizon setting and compared against the off-line trajectory optimization solution generated by iLQG.

than the off-line solution provided by iLQG. First-order needle variation methods fail to turn the vehicle to the target. This simulation uses initial conditions $s_o = [0, 0, 0]^T$, desired target $s_d = [800 \text{ mm}, 1100 \text{ mm}, 0]^T$, $Q = \text{diag}(10, 10, 1000)$, $P_1 = \text{diag}(0, 0, 0), R = \text{diag}(0.5, 0.5), T = 0.5 \text{ s}, \lambda_o = 10^{-1}$.

V. CONCLUSIONS

Including the mode insertion Hessian in the computation of needle variation actions allows us to achieve superlinear convergence with respect to the sequence of actions at a certain application time. Even when applications times are allowed to vary to minimize the objective, the proposed algorithm has improved convergence near and away from the equilibrium, in fixed- and receding-horizon tasks, compared to first-order needle variation methods.
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VII. APPENDIX

**Proposition 2.** Given dynamics in (2) and a cost function $J$ of the form (3), the mode insertion gradient and Hessian terms are given by (4) and (5).

**Proof.** Split (3) into state and control terms, such that

$$J = \int_{t_o}^{t_f} l_1(x(t)) \, dt + m(x(t_f)) + \int_{t_o}^{t_f} \frac{1}{2} \|u(t)\|_R^2 \, dt,$$

where $l_1(x)$ represents a control-independent running cost term. Let $J_x$ and $J_u$ denote the state and control parts,
respectively. Then,
\[
\frac{dJ}{d\lambda_+} = \frac{dJ}{d\lambda_-} + \frac{dJ}{d\mu} \quad \text{and} \quad \frac{d^2J}{d\lambda^2} = \frac{d^2J}{d\lambda_-^2} + \frac{d^2J}{d\lambda_+^2}.
\]
From [24], [33],
\[
\frac{dJ}{d\lambda_+} = \rho^T (f_2 - f_1), \tag{13}
\]
and, from [9],
\[
\frac{d^2J}{d\lambda^2} = (f_2 - f_1)^T \Omega (f_2 - f_1) + \rho^T (D_x f_2 \cdot f_2 + D_x f_1 \cdot f_1)
\]
\[-2D_x f_1 \cdot f_2) - D_l \cdot (f_2 - f_1). \tag{14}
\]
For \(u(t) = v(t) \forall t \notin [\tau, \tau + \lambda]\), \(J_u\) can be rewritten as
\[
J_u = \frac{1}{2} \int_0^\tau \|v(t)\|^2_R dt + \frac{1}{2} \int_{\tau}^{\tau + \lambda} \|u(t)\|^2_R dt + \frac{1}{2} \int_{\tau + \lambda}^{T + \lambda} \|v(t)\|^2_R dt.
\]
Using the Leibniz integral rule,
\[
\frac{dJ}{d\lambda} = \frac{1}{2} \|u(\tau + \lambda)\|^2_R - \frac{1}{2} \|v(\tau + \lambda)\|^2_R
\]
and taking the limit \(\lambda \to 0\),
\[
\frac{dJ}{d\lambda_+} = \frac{1}{2} \|u(\tau)\|^2_R - \frac{1}{2} \|v(\tau)\|^2_R. \tag{15}
\]
Given that each inserted control is constant with respect to the applied duration \(\lambda\), (15) becomes
\[
\frac{d^2J}{d\lambda^2} = 0. \tag{16}
\]
From (13) and (15), the mode insertion gradient becomes
\[
\frac{dJ}{d\lambda_+} = \rho^T (f_2 - f_1) + \frac{1}{2} \|u(\tau)\|^2_R - \frac{1}{2} \|v(\tau)\|^2_R,
\]
which matches (4). Similarly, from (14) and (16), the mode insertion Hessian becomes
\[
\frac{d^2J}{d\lambda^2} = (f_2 - f_1)^T \Omega (f_2 - f_1) + \rho^T (D_x f_2 \cdot f_2 + D_x f_1 \cdot f_1)
\]
\[-2D_x f_1 \cdot f_2) - D_l \cdot (f_2 - f_1),
\]
which matches (5).

REFERENCES